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Abstract. The purpose of this report is to present the tesaf a work
performed as part of the Fourth International Bess Process Intelligence
Challenge (BPIC'14). This challenge provides a rifal event log from
Rabobank Netherlands Group ICT, a log that contmiftsmation related with
service desk processes, including interactiondini and change management.
We show the analysis performed applying differeotd, including a prediction
analysis, impact patterns analysis, change proeegsw and the use of process
mining technigues to analyze process charactesiatid team’s interaction. The
results generated can be useful for Rabobank, ¢ireyithem more knowledge
about the incident and change management procedsalso, bringing some
insights that can help change implementation teamtheir tasks related to
improve their standard operation procedures.

Keywords: Incident management, change management, sereisle dmpact
patterns, process mining, business process, odg#@mnal mining, Rabobank
Group.

1 Introduction

As part of business process improvements, many aoiap have to apply changes in
their processes in order to succeed. As an exangdme IT companies has
introduced ITIL (Information Technology Infrastruce Library) processes to align
IT services on business, such is the case of RalkaBeoup ICT.

Expecting to implement planned changes, Rabobark @Ghange-process from
ITIL-processes. In this implementation, the compamnts to observe for fact-based
insight into the impact of changes at the ServieskDand IT Operations.

In this paper, we analyze the data presented byBaik Group ICT. We present
our founding based on the questions presentedeirBtisiness Process Intelligence
Challenge 2014: Identification of Impact-patteri&arameters for every Impact-
pattern, Change in average steps to resolutioncesativity challenge. We applied
Process Mining techniques [1] to analyze the daiiaguProM [2] and Disco [3] tools.
In addition we applied Data Mining tools [4] to pess and estimate changes in
advance using WEKA software [5]. In the followingcsions we describe the data,
and presents a work findings.



2 Available data set

The information available to respond to the Rab&baterest were the data related to
the ITIL process implemented in the Bank. The psscéFigure 1) starts with a

customer (internal client) that contact by callnoail to the Service Desk to report
disruption on some ICT-service. A Service Desk Agegeives the customer contact
and registers the information about the serviceugied and the configuration Item

affected. This information is recorded in an eMegtincluding user, time-stamp and
agent code. The calls that are not solved direzitty registered as an incident and
assigned the task to a expert team to solve it. Shecould receive several calls
reporting the same disruption that will be asseciato a same incident case. A
particular disruption could reoccur more often thawoal, so a Problem Investigation
is started, if is the case, a Request for Chanfidwicreated and the change case will
be assigned to an expert.
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Fig. 1. Data relationship.

The available data consisted in the event logs fileenService Management Tool
used by Rabobank to manage the ITIL processes. Wastcomposed by four tables
with the information of interactions records, irems records, incident activities and
changes records, performed since 2012 until maédd 2been the most significant
activity between August®12013 and march 31st 2014. There also some isotktzd
before 2012 and after April 2014, but were congdesutlier cases

Interaction table has 102.461 records, each onegmonding to an interaction.
Every record contain an id code, information altbetinteraction category (incident
or request for information), whether it was solvethe first call or not, impact,
urgency and priority of the call, among other imfiation.

Incident table has 46.606 records, each one camnelpg to an incident case.
Every record has an id code, the id code to tretedlinteraction, if is just one, or a
#multivalue indicating there was more than oneratgon related. The record also
has information about the Configuration Item aféel;tthe WBS affected and which
Cl and WBS caused the disruption.

Incident activities table has 343.121 records, dothko an incident id, with the
activities performed on each case. In order to haveetter understanding of the
process, the interactions and incident tables wengyed and used to our analysis.

Finally, the changes table contain the recordshefdctivities performed on each
change case, including information about configomatitem affected, Service
component affected, change type and risk assessamohg others. The records also
include information of the following dates: Plann8thrt, Planned End, Scheduled



Downtime Start, Scheduled Downtime End, Actual St&ctual End, Requested End
Date, Change record Open Time, Change record Ciose.

3 ldentification of impact patterns

Understanding the interest of Rabobank of havingugh information to plan the
Service Desk offering in advance, we explored th&a dsearching for relationships
between the amount of incidents and the changescagened and change cases
closed in a period of time. In our analysis, weduseveek as time unit because it is
enough time to make changes to a staff planningjtaaiso allows us to make better
predictions.

As a first approach to understand the relationsbgtween the changes
implementation and the service desk workload, wenpared the number of
opened/closed change cases by week with the watkibthe Service Desk measured
as the number of incidents and requests for infaona(RFI). We identified a
correlation between both variables, observing aalerincrease/decrease in the SD
workload when the change activities increased/desed. We can observe, for
example, a period, which is consistent with thei€hras holidays, when the number
of changes decreases and, at the same time, thgenwfincidents also decreases.
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Fig. 2. Comparison between Service Desk workload and thebeu of opened/closed change
cases, by week.

Based on the correlation detected, we created digtien model for the number of
incident cases of a week, considering as variablesiumber of change cases of the
same period (supposing the change cases openguegiietable a week before), but
also considering the SD incidents and change add@s previous two weeks.

Iy = f(It—ZrIt—lr Cr—2,Ce—1,Ce),



wherel, is the number of opened incidents in week t, @ns the number of change
cases opened in week t. We tried different supedvisarning tools to obtail, such
as decision trees and neural networks (NN), obiginihe best results with a
multilayer perceptron classifier with one hidderyeda The model obtained for 35
weeks has a correlation coefficient of 0.9825 amellative absolute error of 16.92%.
Details of the model are shown in Figure 3.

=== (C assifier nodel ===
M.PRegressor with ridge value 0.01 and 2 hidden units

Qutput unit weight for hidden unit 0: 0.6688768674740564
Hi dden unit weights:

-0.5335413081109858 T

-1.3193030695184804 changes (T)

-0.6959543778185515 Changes (T-1)

-0.5720355158281024 | nci dent (T-1)

0. 07509303106339088 Changes (T-2)

-0.0659449887117522 | ncident (T-2)

Hi dden unit bias: 0.3097032540578573

Qutput unit weight for hidden unit 1. -3.5460301028697527
Hi dden unit weights:

0.2962776311738805 T

-1.7079871084686875 changes (T)

-0.15546918648135305 Changes (T-1)

-0.793376613992151 I ncident (T-1)

0. 7294845275543771 Changes (T-2)

-0.5174566912036446 | ncident (T-2)

Hi dden unit bias: -1.957058808746062

Fig. 3. Output of the MLP regression obtained in the sofed&EKA.

The prediction model obtained is a good predictothe next week workload, as
shown inFig., but it might not be a simple task to know in aut@ the number of
change cases scheduled for the next week, whiah isput of this model, so as to
make a good prediction. To avoid this limitatiore wsed the same data to create a
model using only past information. Results are shawFigure 4. The second model
has a correlation coefficient of 0.9744 and a redabsolute error of 19.267%.
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Fig. 4. SD workload predicted in comparison with the eigth.
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Fig. 5. SD workload predicted using only past data in cangon with the real data.

=== Cassifier nodel (full training set) ===

M.PRegressor with ridge value 0.01 and 1 hidden units (useCGD=fal se)
Qut put unit weight for hidden unit 0: -4.673160449897752

H dden unit weights:

0.7478684827533448 T

-1.4964597480335107 Changes (T-1)

-4.645221428518859 | ncident (T-1)

4.923370012268863 Changes (T-2)

-1.2932242026396314 I ncident (T-2)

H dden unit bias: -3.7507593859854325

Qut put unit bias: 0.761322527397926

Fig. 6. Output of the second MLP regression model obtaingde software WEKA

Finally, we can observe in Figure 7 that the prialic plus/minus the absolute
error generated by the model provides a very ateusmge where the real value is
contained.

With the results obtained from both models we cesdigt how the number of
incidents will increase/decrease in general teiires, the service desk demand, but
this analysis does not consider the nature of la@ges and/or the incidents.

In order to link the changes data with the numbkmreported incidents, we
considered which configuration item type was impdd{C| Type Aff) in each case in
the change log and how many incidents were repddedhis particular case. We
grouped this data by week, counting the Cl Typéscéfd and adding the amount of
incident reported. The date considered to consthetable was the “Change record
close time”, so as we could obtain the relationglgépveen closed cases and related
incident.



1500

OPENED CASES

1000

500 \

2014-07
2014-08

2013-31
2013-41
2013-42

YEAR-WEEK

= Incident/RFI cases min max

Fig. 7. Center line shows the real SD workload, while the below and above present the
range of the prediction + absolute error.

In order to link the changes data with the numbkreported incidents, we
considered which configuration item type was impdd{C| Type Aff) in each case in
the change log and how many incidents were repddedhis particular case. We
grouped this data by week, counting the Cl Typéscéfd and adding the amount of
incident reported. The date considered to consthetable was the “Change record
close time”, so as we could obtain the relationsigépwveen closed cases and related
incident.

Based on this data, we made a prediction modelrthated the number of cases
that impact every configuration item type (ClTypsith the number of reported
incidents, grouped by weeks. We used a multilayaceptron classifier with one
hidden layer to create the model, and the resudts & correlation coefficient of
0.9981 and an absolute error of 6.3801%. The mied®ksented in Figure 8 (a).

Furthermore, using the same data, we created alnmgwedict the next week
number of incidents related to the changes regidtand Cl Type impacted, and the
model was also accurate in predicting the resilt® model obtained is shown in
Figure 8 (b), and a graphic that shows the real pmnediicted number of incidents
related to the changes cases are shown in Figure 9.
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Fig. 8. (a) Output of the MLP regression obtained in the sofed&EKA to predict the number
of incidents based on the Cl Type impacted by trenges(b) Output of the MLP regression
obtained in the software WEKA to predict the numbérincidents based on the CI Type
impacted by the changes considering only past data.
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Fig. 9. Comparison between the real number of incidentdedlto change cases and the
prediction obtained based in the Cl Types affebtethe changes and the same prediction
performed one week in advance.



3 Parametersfor every impact-pattern

At this point, we construct a model to have a vacgurate prediction of the Service
Desk workload in terms of quantity of incident reged, but we do not know how is
impacted the work of the SD in terms of activitiglsiration or complexity of the
cases. To clarify that, we perform an analysishef interaction log using process
mining tools.

We start our analysis preprocessing the informaitiotihe incident log. The result
of this preprocessing was a set of 45.933 casexiofents, and 456.622 events. This
set was analyzed in the software Disco, to undedstiae process patterns that the SD
is carrying out and link it with the workload pretiid. The process model obtained
from the preprocessed log, using with the Discd was a spaghetti-like model, as is
shown in Figure 10.

Fig. 10. Process model obtained using the raw incident Tdgere can be seen that the
model is unreadable, so some segmentation is néededierstand the process.

The event log has 39 different activities, with @aamn duration of 4.3 days. The
most common activities are 7, which accumulate ®10f the events (Table 1). Most
of the cases start with the Open activity, but fart with Closed, that was filtered
considering there are not complete cases. The saalgsis was performed with the
endpoint, filtering the cases ended with the aitiind and Caused by Cl, the last
one, because that represents a 33% of the cases.

Table 1. Most frequent activities in the preprocessed intidieg.

Activity Frequency  Relative frequency
Assignment 86574 18.96%
Operator Update 54915 12.03%
Reassignment 50728 11.11%
Status Change 49775 10.90%
Closed 49754 10.90%
Open 45930 10.06%
Update 35202 7.71%

About the duration of the cases, a 97% of thoseHibefore 30 days, so we filter
the log discarding the long duration cases, trymgnodel the mainstream behavior.
After those filters, the event log had 41.422 cagéls almost 390 thousand events.

We noticed there are two important categories eésan the dataset, those where
the case start as a request for information (18.9) the ones which start as
incident report (81.1%). There are also a few cas#sgorized as Compliant, but the



category is not relevant for de analysis. The ieotd data set has also an interesting
categorization by the closure code, there coulddbatified an 82.6% of the cases
where the closure code represent the area affdoyedhe incident (hardware,
software, other), and a 17.4% of the cases whereltsure code indicates that there
was not an incident (no error - works as desigioge@stion, user manual not used).
Table 2shows the detail of the amount in each category.

Table 2. Division by closure code of the incident dataset.

Closure code I ncident ﬁﬁ%ﬁ:ﬂﬂ at'i:grz Total

Data 1547 659 2206
Hardware 2997 2997
Software 12343 636 12979
Other 11043 5309 16352
Unknown 1368 206 1574
Referred 135 21 156
Operator error 140¢ 12¢ 153¢
No error - works as designed 2486 1024 3510
User error 3112 441 3553
User manual not used 664 101 765
Questions 131 131
Inquiry 161 161
Total 37101 8818 45919

In a first sight we expect that the cases startedeguest for information where
related with closure codes as questions or usemuabarot used, but there is not a
direct relation. This defines four quadrants wd tdlanalyze as is shown in Figure
11.
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CLOSURE CODE CLASIFICATION

Incident Request for Informan%n
START CASE CATEGORY

Fig. 11. Classification of the Service Desk cases by stegory and closure code.

Every quadrant should be analyzed separately, #ircelients and SD behavior is
different in each case, and the relation betweeeryecase with the changes
performed would be different.



Quadrant | (67.4% of the cases)

There is the biggest group and the correlation éetwboth, changes cases opened
and Service Desk workload is the same viewed irctreplete dataset. In Figure 12
there is shown the comparison between both vasable

The cases in this quadrant are those cases wheteséh detects a wrong operation
of a component (application, hardware, among ojh@&tge average duration of these
cases is 66.8 hours.
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Fig. 12. Workload comparison between Service Desk and Clsafigams, expressed in cases
opened every week, filtered by category as {Incijand closure code as {Data, Hardware,
Software, Other, Unknown, Referred, Operator error}

In this case, the process map is also a spaghettiriodel. We use the Flexible
heuristic miner algorithm to discover the procdsg, the result obtained is highly
complex with several parallel paths. This log segites 27.457 cases and 13.995
variants, that shows there are multiples ways tfopa the process. In this quadrant,
there are 38 of the 39 total activities, Fig. shawbest understandable process map
obtained with the software Disco.

=

Fig. 13. Process map of the first quadrant obtained usieddol Disco.



In the process flow is interesting to note thain46 cases, the first activity after
open the case is reassignment, we consider thesvim®hs a wrong execution of the
process. This activity is performed in 10.677 casase in every case.

Several activities in the process are related tateginformation of the case. Not
considering that activities left us just 26 actest performed and the same amount of
cases. We filtered also the activities with lessith 0.1% of occurrence which was 12
activities. The resultant model is shown in Figlideand the activities performed with
its frequency in the Table 3.
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Fig. 14. Process map of the first quadrant, filtered kjvdies
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Table 3. Activities performed in the quadrant after applyfilters and its frequency.

Activity Frequency  Relative frequency
Assignment 50646 29,48%
Closec 2942¢ 17,13%
Open 27457 15,98%
Reassignment 27077 15,76%
Caused By ClI 20769 12,09%
Communication with customer 3607 2,10%
Pending vendor 3445 2,01%
External Vendor Assignment 2825 1,64%
Mail to Customer 2556 1,49%
Reopel 104¢ 0,61%
Resolved 1015 0,59%
Communication with vendor 967 0,56%
Vendor Reference 555 0,32%
Analysis/Research 427 0,25%




Quadrant 11 (15.2% of the cases)

This quadrant contains the cases where the uséaaterthe service desk for a
request for information, and there are not incidefiigure 15 shows the relation
between change cases and this type of incidents.
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Fig. 15. Workload comparison between Service Desk and Clsafigams, expressed in cases
opened every week, filtered by category as {Regisedhformation} and closure code as
{Data, Hardware, Software, Other, Unknown, Refer@gerator error}

We modeled the process using the Flexible Heurslgorithm (Figure 16), that
shows several parallel path product of the big amhai variants observed in the
event log. In the data analysis we found thereoahg 33 activities (from the 39 of the
original log), and 13 of them are performed in l&ssn a 0.15% of the cases. We
rebuild the model considering only the most comnaativities, and obtained the
model shown irFig. .

Fig. 16. Process map obtained using Flexible Heuristic Atgor for the second quadrant
data.



Using the same criteria as in quadrant |, the dessmon activities were filtered, as
well the update activities. The resultant modeltamed just 12 activities that are
shown in Table 4 and the resultant model in Figlive.

Table 4. Activities performed in the second quadrant affgslging filters and its frequency.

Activity Frequency Relative
freguency

Assignment 11430 27,23%
Reassignment 9862 23,50%
Closed 7483 17,83%
Open 6790 16,18%
Caused By CI 4642 11,06%
Reopen 541 1,29%
Communication with customer 429 1,02%
Resolved 204 0,49%
External Vendor Assignment 177 0,42%
Notify By Change 163 0,39%
Quality Indicator Fixed 136 0,32%
Analysis/Research 117 0,28%

[smmw Vendor Assignment
50
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Fig. 17. Process map obtained using Disco software, foséitend quadrant data,
considering only the most frequent activities.

Quadrant 111 (13.7% of the cases)

This quadrant contains the cases where the uséaatsrihe service desk to report
a disruption, but is not an incident, is a userbfgm. Figure 18 shows the relation
between change cases and this type of incidents.
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Fig. 18. Workload comparison between Service Desk and Clsafigams, expressed in cases
opened every week, filtered by category as {Incifland closure code as {No error - works as
designed, Questions, User error, User manual res}us

We modeled the process using the Flexible Heurslkiorithm (Figure 19) that
shows several parallel path product of the big amhai variants observed in the
event log, this is the same observation of the rsdcpiadrant. In the data analysis we
found there are only 37 activities, and 14 of treme performed in less than a 0.15%
of the cases.
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Fig. 19. Process map obtained using Flexible Heuristic Atgor for the third quadrant
data.

We rebuild the model considering only the actigtwith more than 0.15% of
absolute frequency, and also filtering the updat&idies with the same criteria of the
first two quadrants. The process map obtained ésvehin Fig. 20 and the activities
performed in Table 5.



Fig. 20. Process map obtained using Disco software, fotting quadrant data, considering
only the most frequent activities.

Table5. Activities performed in the third quadrant aftepbying filters and its frequency.

Activity Frequency  Relative frequency
Assignment 7936 25,41%
Closed 5919 18,95%
Open 5540 17,74%
Caused By CI 4403 14,10%
Reassignment 3759 12,03%
Quality Indicator Fixed 880 2,82%
Communication with customer 782 2,50%
Mail to Custome 57% 1,83%
Quality Indicator 340 1,09%
Reopen 260 0,83%
External Vendor Assignment 200 0,64%
Quality Indicator Set 175 0,56%
Resolved 173 0,55%
Communication with vendor 141 0,45%
Analysis/Research 91 0,29%
Pending vendc 63 0,20%

Quadrant 1V (3.7% of the cases)

This quadrant contains the cases where the usdaaterthe service desk for a
request for information, and the case is indeedesiipn or a user problem. Figura 21
shows the relation between change cases and gasofyincidents.
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Fig. 21. Workload comparison between Service Desk and Clsafigams, expressed in cases
opened every week, filtered by category as {RFi afosure code as {No error - works as
designed, Questions, User error, User manual res}us

We modeled the process using the Flexible HeurBskiprithm (Figure 22), and
the result was the same that in the previous mpdedicating several parallel path
product of the big amount of variants observed&dvent log.

This is the smallest quadrant, with just a 3.7%thef cases. We filter the data
segment using the same criteria as in the previuairants, not considering the
information update activities. The remaining a¢ids were 23, where 7 of them had
been performed in less than a 0.15% of the casih.tis second filter, the event log

The filtered model had 16 activities which frequens shown in Table 6. The
process map obtained is shown in Figure. 23.

Fig. 22. Process map obtained using Flexible Heuristic Athor for the fourth quadrant
data.

Table 6. Activities performed in the fourth quadrant aftpplying filters and its frequency.

Activity Frequency  Relative frequency
Assignment 7936 25,41%
Closed 5919 18,95%




Oper 554( 17,74%
Caused By ClI 4403 14,10%
Reassignment 3759 12,03%
Quality Indicator Fixed 880 2,82%
Communication with customer 782 2,50%
Mail to Customer 573 1,83%
Quality Indicator 340 1,09%
Reopen 260 0,83%
External Vendor Assignme 20C 0,64%
Quality Indicator Set 175 0,56%
Resolved 173 0,55%
Communication with vendor 141 0,45%
Analysis/Research 91 0,29%
Pending vendor 63 0,20%

Using this characterization of the incident casesd adding the demand
prediction based in the change cases and prewdasriation, the decision makers
have information to perform a crew planning witheay low error.

Similar analysis can be done with the detailefdrmation of Cl impacted by
changes and the incident cases reported, in codeave a very accurate prediction of
the activities and complexity of them one weekdnance.

Fig. 23. Process map obtained using Disco software, for fheth quadrant data,
considering only the most frequent activities.

4 Change processreview

This analysis is related with the change procesistla@ average steps to resolution
of a group of incidents. The idea of this analyisito provide a review about the
behavior of the service levels after each changecion process that has been



implemented. For the description of the change gg®dn Rabobank, to start, an
initial analysis of the log was done, identifyifgetattributes and its values.

The main attributes identified are: Activity, Changype, # Related incidents, #
Related Interactions, CAB- approval needed, ClI Nam@é Subtype, Cl Type,
Emergency Change, Originated From, Risk Assessarehthe WBS affected.

The focus of the main analysis will be centeredroae main attributes:

1. For the Activity attribute, 9 different values ddentified: Change record Open
Time, Change record Close Time, Requested End Pda@ned Start, Planned
End, Actual Start, Actual End, Schedule DowntimearStand Schedule
Downtime End.

2. For the Change type attribute, 6 main types arstifilied: Change Management,
Master Change, Master Change Roadmap, Release Stgejard Activity Type
and Standard Change type.

3. For the CI Type attribute, 13 values are identifidehone, Application,
Application Component, Computer, Database, Displagvice, Hardware,
Network Components, no type, Office ElectronicsftBare, Storage and Sub
Application.

Based on the Change Type Attribute, an analysismade to discover which of
these six types are more relevant in the eventdisgovering that only three types are
relevant and that they represent 91% of the lodr@a now on the analysis will be
done with only the following types: Release Typ¢ar@ard Activity Type and
Standard Change type.

Process models
For each change type, we discover the process mnusitel DISCO. Bellow, we
show the Figures 24, 25 and 26 of each processimode

Fig. 24. Releases process model.



Fig. 15. Standard activity type process model.

Fig. 26. Standard change type process model.

Based on these previous models, we identified ssinéarities and differences

between them, which are shown in the followingeahl

Table 7. Change type general information.

Change type Similarities Differences
9 activities . .
Releases Scheduled downtime start andScheduled 8 last in cases activitieRequested end date,

downtime end present low frequency.

Standard activity 9 activities
type Scheduled downtime start andScheduled

Change record close time, Planned end.

3 last in case activities:
Requested end date, Change record close



downtime end present low frequency. time, Planned end. Few cases after finish after
actual end activity are executed. No cases
finish with actual end activity.

4 last in case activities:

Standard change 9 _activities Requested end date, Change record close

tvoe Scheduled downtime start andScheduled time, Planned end, Actual end. Few cases

yp downtime end present low frequency. after finish afteractual end activity are
executed.

Comparing Actual Start & End time vs. Planned Start & End time
Based on the values of the activities, four maitividi®s are identified as the
source of the estimated and real times.

Real Time
For the real time, two activities were filteredethctual start and the actual end.
Executing this filter 87% of the cases were inclljdind are divided in four variables:

e 10027 (Start-End have valid values)
e 5675 (Start and End have value 0)
e 4 (Only have start)

e 1 (Only have end)

Of these four variables, the only valued for anialys the first one, in this case
only 10027 cases are described. For these valeesédian is 56.8 minutes and the
mean is 32.8 hours.

Planned Time
For the planned time, two activities are filtertfte planned start and the planned
end. Executing this filter 83% of the cases wemduided, and are divided in three
variables:
e 15072 (Start-End have valid values)
e 1382 (Start and End have value 0)
e 13 (Only have start)

Of these three variables, the only valued for asialis the first one, in this case
only 15072 cases are described. For these valeemédian is 22.5 hours and the
mean is 4.3 days. After this description, eachaetéd log was split into each of the
three main change types so a comparison could lue rhatween the planned time
and the real time. Following are the three mainngeatypes and the graphics
obtained.

Change type: Releases

The Figure 27 shows the graphic associated witkd®els. In this change type, we
note there are only few cases where a marked eliféer, between the planned time
and the real time to deploy each release, is preden



The releases where the difference appearsRelease 1, Release 3, Release 6,
Release 9 and Release 10, shown in Table 8. Exploring in more detail thdse
releases, we discovered the following charactessthown in table CC. A more
detailed analysis is shown at the end of the sectio

The main conclusion in this analysis, is that takeases, which include changes
towards the end of 2013 and beginning of 2014, Hmeteer real time vs. estimated
time, than the previous releases. This reflects ttie teams are not only estimating
better times, but they are executing the releaseke estimated times. The way the
teams are working should continue this way becthesémprovement is significantly

visible towards 2014.

Planned vrs Actual Mean Duration for Releases

500

23816

Hours

200

0 ~1208333333

*~ Actual Me:

Planned Mean Case

Release | Release 2 Release 3 Release 4 Release 6 Release 7 Release 8 Release 9 Release 10 Release 11 Release 12 Release 13Release 14 Release 15 Release 16 Release 17 Release 18 Release 19 Release 20 Release 21

Table 8. Releases characteristics

Release

Fig. 27. Releases change type graphic

1 3 6 10
Characteristic
Event 201 950 1607 12
Cases 29 136 232 2
Activity 7 7 7 7
Meancase 5,4 206d 13d 23.3d
duration
Start 09/06/13 9/9/13 4/9/13 2/10/13
End 28/3/14 28/3/14 31/3/14 28/10/13
Application Application Application Application
Cl Type 86% 100% 69% 100%
No No No No

Emergency



case

-~ Problem Problem Problem Problem
Originated 100% 100% 98% 100%
from
Risk Minor Change Minor Change Minor Change Minor Change

1S 100% 100% 100% 100%
assessment

Change type: Standard activity type

The Figure 28 shows the graphic associated ®#dhdard activity type. Here, we
note more cases where a marked difference is pgexkenetween the planned time
and the real time, to deploy each change in thHisgoay.

The Standard activity types where the differenggsear are9, 15, 17, 33, 36, 38
and 49, shown in Table 9. Exploring in more detail thesven change type, we
discovered the following characteristics shownahlé CC. A more detailed analysis
is shown at the end of the section.

Planned vrs Actual Mean Duration for Standard Activity Type

500

Hours

Real Hours

Estimated Hours
Standard Activity Type
Fig. 28. Standard activity type graphic
Table 9. Standard activity characteristics
9 15 17 33 36 38 49
Char acteristic
Event 9560 105 182 674 87 42 229
Cases 1370 15 26 102 13 6 33
Activity 9 7 7 7 7 7 7
Mean case 4, 4 35.1d 26.7d 59.4d 41.2d 34.24d 437d

duration



Start 24/09/13 18/9/13 2/12/13 26/9/13 10/9/13 6/2/13 elii'e:}

End 31/3/14 31/3/14 31/3/14 2712114 17/2/14 13/3/14 38¥

Phone 89%

Network Computer Network
Components 93% Computer Network Network Components Computer
Cl Type 87% 10&/ Components  Components 67% 1080/
Database 0 10% 100% °
Computer 7% Phone 33%
10% Applications
1%
Emergency No No No No No No No
case
Originated Incident Incident Problem Problem Incident Incident Incident
fror?] 100% 100% 100% 100% 100% 100% 100%
Minor
o h .
Risk Change 99% (gllhle:r?;e éﬂhlggée Minor Change Minor Minor Minor Change
0, 0, 0, 0,
assessment  Mayor 100% 100% 100% Change 100% Change 100% 100%
Business

change 1%

The main conclusion from the previous analysih# the standard activity types
do not reflect a significant decrease like the asés in time, and several high
differences between planned and real time are skibwn towards the highest
standard activity types. It is important to nottbat in this type of changes, it is not
simple to say that the higher the standard actityipe is, the most recent in time,
because no time order is visible. In general, stemated times are considered good,
but still work should be done to make better edfiomeand real times.

Change type: Sandard change type

The Figure 29 shows the graphic associated &#hdard change type. This is the
change type that has the highest number of casesevihere is variance between
planned and real time.

The Standard change types where the difference=aajgpel, 16, 26, 57, 61, 125,
130, 147 and 156, shown in Table 10. Exploring in more detail thesee cases, we
discovered the following characteristics shownahblé CC. A more detailed analysis
is shown at the end of the section.



Hours

Planned vrs Actual Mean Duration for Standard Change Type

Standard Change Type

Fig. 29. Standard change type graphic

Table 10. Standard change characteristics

1 16 26 57 61 125 127 130 147 156
Characteristic
Event 26 621 14 14 44 7 10 7 348 371
Cases 4 89 2 2 6 1 2 1 54 53
Activity 7 7 7 7 9 7 5 7 7 7
Mean case 5, 4 30.8d 217d 218w 19.1d 50.1d 30d 808  37.4d 85,5 d
duratior
Start 6/1/13 8/10/13 20/9/13 24/9/13 21/1/13 12/12/13 17/1114 24/1/14 6/9/13 25/9/13
End 12/2/14 16/1/14  28/2/14 8/3/14 27/2/14 31/1/14 20/2/14 24/2/14 30/3/14 20/3/14
Computer Application
46% 91%
Computer 0 Computer
0, 0,
Cl Type Co’:‘nevgﬁen Computer Database Hardware 69% Computer  Application  Application = Computer 5% 79%
yp P 100% 100% 100% 100% 100% 100% -
ts 27% Hardware Sub- Application
32% e 21%
no type appllgatlon
27% 4%
Emergency No No No No No No No No No No
case
Problem Problem
- 73% ' 80%
Originated Incident Problem Problem Problem Problem Problem Problem Problem
from ' 100% 100% 100% . 100% 100% 100% 100% 100%
Incident Incident
27% 20%
. ' . . . . Business
Risk éﬂgg;e gﬂggée CMlgggr;e (gllhlgr?gr;e g/lh';g;e (gllhlgr?gr;e change 50% Minor . Minor . Minor .
assessment 7 ngo, 100% 100% 100% 100% 100% Minor Change 100% Change 100% Change 100%

Change 50%




The main conclusion from the previous analysishat the standard change type,
the same as the standard activity types do natatel significant decrease like the
releases in time, and several high differences é@tmplanned and real time are still
shown. It is also important to notice that in ttyise of changes, it is not simple to say
that the higher the number of standard change typesmost recent in time, because
no time order is visible. It is important to seatthn the standard change types most of
them have positive differences indicating good resalplanned times, meaning that
the ending of the real work is done within the rastied times, but work should be
still done to lower both the real and estimationds in general.

Characterization of exceptional cases
Comparing the Tables 4, 5 and 6 and the informatietated with the
characteristics of each change type, we highlightfollowing points:

* The amount of activities per change type is sinblkiween in each change type.

* It can be seen that the mean case duration focdkes in the Release Change
Type is lower, compared with the Standard Activitype and the Standard
Change Type. The Standard Change Type has theshighean case duration
(85, 5 d).

» The CI Types most affected are: computer, networkgonents, application and
sub-application. In Standard Activity Type, two md€l Types appear: Phone
and Database. For the Standard Change Types, Batadlao appears, and
Hardware is another one listed. For the Releasssthie Cl Type Applications
appear.

» Considering the characteristic Originated fromthia Release Change Type, all
the changes were caused from a problem. In thed&tdnActivity Type, most
changes were produced from an incident. In thedat@hChange Type, problem
is the main originator; however, incident as a eaagpears in three of them.

* In the case of Risk Assessment, the Minor Changkeeanost common type in
the three exceptional cases. Just in one caseeoftiindard Change Types, a
Business Change appears with a 50%.

5 Additional analysis

In addition to previously answered questions, teriesting to analyze the relation
between the teams that participate in the intesactiincident and change
management.

Team analysis

For this analysis, we consider the complete cgbese the open activity
eventually followed by the closed activity), betwe@ctober first 2013 and April first
2014. We focus on the four main Cl Types: Applicasi, Sub-applications, Computer
and Storage. With this information, we discover fhequency of the resources
involved in the process. As a first approach, we &t the Team0008 is the team
that has the higher workload compared with therotb@ms. The following Figure 30
shows the main teams involved.



Resource A Frequency Relative frequency
TEAMO00S 75197 3573%
TEAMD039 19138 9.09%
TEAMO018 16042 762%
TEAMO0031 15754 749%
TEAMO0OT 14546 6.91%
TEAM0023 14382 6.83%
TEAMO191 11990 57 %
TEAMD015 10278 488%
TEAMOOTS 9700 461%
TEAMDO16 8707 414%
TEAMO181 7902 375%
TEAMD003 6673 317 %
TEAMD08S 102 0.05%

TEAMO099 52 0.02%
Fig. 30. Team analysis filter

Applying this filter, we obtain 81% of the cased)igh correspond to the 14 most
frequent teams. Considering this team data, wedddcto obtain the information
related with the relative frequency and the mease curation. The Table 11 shows
this information about each team.

Table 11. Team information

Team Relative frequency M ean case duration
TEAMO0003 3,17% 7,8d
TEAMOO007 6,91% 49d
TEAMO0008 35,73% 23,8h
TEAMO0015 4,88% 6,4d
TEAMO0016 4,14% 4d
TEAMO0018 7,62% 51d
TEAM0023 6,83% 11,5h
TEAMO0031 7,49% 10,5h
TEAMO0039 9,09% 9,8h
TEAMOO075 4,61% 35,6 h
TEAMO0088 0,05% 4d
TEAMO0099 0,02% 79h
TEAMO0181 3,75% 32,3h
TEAMO0191 5,7% 13,4 h

With this analysis, we decided to apply organizaiometrics from the process
mining tool Prom 6.3, to find the relationship beam these main teams.



1. Handover of work

Fig. 31. Team analysis: Handover of work

As we can see in Figure 31, with this metric weok®red that most of the teams
work directly with each other, but mainly with th&AM 0008.

2. Working together

With this metric, we want to discover if there aeams that attended particular
cases. In the Figure 32, we can see that ther® iseparation between the teams
according to the CI Types.

Fig. 32. Team analysis: Working together

3. Doing similar tasks

Because no work teams were discovered, the sirtdlsk metric can help us
identify the existence of roles in the process.urég33 also shows that it is not
possible to determine roles.



Fig. 33. Team analysis: Doing similar tasks

4. Subcontracting

With the subcontracting metric is possible to des all the main teams involved
in the process have a close relation with the TEA®8) which is the only team that
has subcontracting tasks with all the rest of gers. TEAMO0088 does no any type
of subcontracting. Figure 34 shows the resultireggdim. We decided to characterize
the following teams to see if any patterns of pgvtitions were discovered.

TEA@se

Fig. 34. Team analysis: Subcontracting

1. Group 1 TEAMO0OO8
The TEAMOO0O08 is the team that does the open agtimibst (around 30%),
having participation in case with the other groups.



2. Group 2 TEAMO0O7
The TEAMO00O7 does not open cases but closes & ases. Its participation is
more towards the ending part of the process.

3. Group 3 TEAMO0015, TEAM0016, and TEAM0018
TEAMOO015 does not open cases, but the behavior BAMO0016 and
TEAMOO018 is very similar to TEAMO0O008. This threeates focus more on the
assignment and reassignment activities that opesrictpsing activities.

4. Group 4 TEAM0039 and TEAM0191
These two teams do not open cases; they only thesea and also work more
towards the assignment and the status change oft®es.

5. Group 5 TEAM0031 and TEAM0023
These two teams have similar behavior as the engsoup 4.

6. Relationships of groups 3, 4 and 5 with group 1 and group 2

The relationship between the group 1 and groupl8sis evident, having both a
clearly active participation in the opening andsahg activities of the cases.
Three teams open cases actively (TEAM0008, TEAM0#®1®b TEAMO0018), and
one team closes cases frequently (TEAMO0015). dtaar to say that TEAM0015
is the team that has less similarity with TEAMOO®®m group 1. The
relationships between the group 1 and groups %anbasically that TEAM0008
opens most of the incident cases for teams 00231,0@039, and 0191. Group 2
has a team that participates more in the middle @daosing activities of the
process, so the relationship with group 4 andtigker that its relationship with
group 3.

From the above review we can see that some teaweséhalearly more efficient
way to work towards the first activities in the igkent process, meanwhile other
teams have a more active participation towardsrtitielle and closing activities of the
process.

6 Conclusions

Based on the analysis of the available informatiea,created a prediction model for
service desk workload, we explored the incidentsl aequest for information
categories, considering the number of opened clsargses and the number of
received calls by the service desk, during theiptesstwo weeks of the prediction.

The results obtained with this model show that ¢hrrelation detected was high
and the relative absolute error percent low. Alge,develop a prediction model that
considers the number of incidents related withdlosed change cases. The results of
this model show a high precision in the predictééthe number of incidents based on
the incidents and closed change cases from théomeweek and how this cases
impacted each CI Type.



To achieve a more accurately workload estiméte calls received by the service
desk were categorized into four quadrants, ideintifyactivities, their frequency, and
the process map followed by them in each case. Baalirant has a different impact
according to the predictive models. With this,sitpossible to do a better planning
regarding the available resources and their capebil

For the change management process, we providedalysis about the behavior
of the service levels after each change executiongss that was implemented. We
identified the attributes related, and focusechieé main attributes: activity, change
type, and Cl Type. Based on the Change Type Atgiban analysis was made to
discover which are more relevant in the event tegermining that only three types
are relevant and that they represent 91% of the Gmgsidering this, we realized a
further analysis considering only these types: &eType, Standard Activity Type
and Standard Change type. The log was split inth e&the three main change types
and a comparison was conducted considering thanaeibetween the planned time
and the real time. We found that the Releases Ty@nges, present an improvement,
towards 2014, in real time versus estimated tirhantthe previous releases. This
reflects that the teams are not only estimatingebéiimes, but they are executing the
releases in the estimated times. In the case ofSthadard Activity Type and the
Standard Change Type, these types do not reflesigrdficant decrease like the
releases in time, and several high differences detwplanned and real times are
found.

In addition, we analyze the relation between themie that participate in the
interaction, incident and change management. Usiggnizational mining metrics,
we found that no work teams were discover, and itat possible to determine roles
according to the four main Cl Types selected. Augroharacterization was proposed,
and we conclude that some teams have a clearly aificgéent way to work towards
the first activities in the incident process; mehiley other teams have a more active
participation towards the middle and closing atigg of the process.

References

1. Van der Aalst, W. M.: Discovery, Conformance dmwhancement of Business Processes.
Springer, Heidelberg (2011)

2. van Dongen, B. F., de Medeiros, A. K. A., Vethdd. M. W., Weijters, A. J. M. M., & Van
Der Aalst, W. M.: The ProM framework: A new era imopess mining tool support. In
Applications and Theory of Petri Nets 2005 (pp. 4%54). Springer Berlin Heidelberg
(2005)

3. Giinther, C. W., & Rozinat, A.: Disco: Discoveolf Processes. In BPM (Demos) (pp. 40-
44), (2012)

4. Han, J., & Kamber, M.: Data Mining, SoutheasiaAEdition: Concepts and Techniques.
Morgan kaufmann (2006)

5. Hall, M., Frank, E., Holmes, G., Pfahringer, Beutemann, P., & Witten, |. H.: The WEKA
data mining software: an update. ACM SIGKDD explimmas newsletter, 11(1), 10-18
(2009)



