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Abstract. This paper analyses a loan application process of a Dutch
Financial Institute proposed by the BPIC Challenge 2017 using process
mining tools and techniques. Several filters and performance and orga-
nizational analysis are executed in order to observe underlying patterns
that may explain some of the bottlenecks of the process, time spent on
certain activities and their acceptance rate. Also, we proposed a recom-
mender system to assist client profiling. Our results also include obser-
vations regarding to customer communication.
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1 Introduction

1.1 Context

The Business Processing Intelligence Challenge (BPIC) 2017 [1] is a well-known
contest that promotes the use of process mining and other business intelligence
tools to analyze a process. This year, the focus is on the loan application process
of a bank. The institute that provided the datasets is particularly interested in:

1. What are the throughput times per part of the process? In particular, the
difference between the time spent in the company’s systems waiting for pro-
cessing by a user and the time spent waiting on input from the applicant.

2. What is the influence on the frequency of incompleteness to the final out-
come?

3. How does the conversion compare between applicants for whom a single offer
is made and applicants for whom multiple offers are made?

This year’s challenge is related to the one in 2012 [2]. Since the bank in-
corporated to their process ideas submitted in 2012, the datasets provided in
2017 are an enriched version of those of that year. An important difference is
that the company switched systems and now supports multiple offers for a single
application (in contrast to 2012, where a work-around was clearly visible in the
log).
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There are two datasets: (1) the Application Dataset that represents the whole
process and (2) the Offer Dataset that brings detailed information on Offers and
their state.

When a client applies for a loan, a group of tasks must be executed before
the client receives the loan. It is necessary to build up a client profile based on
the client’s background and documents requested by the bank. Then, the bank
should validate these documents, determine the amount and the risk of the loan,
and call the client to make the corresponding offer until an agreement is found.
Therefore, behind every loan there is a complex process.

All banks are interested in understanding this process. The challenge is to
study it by answering the questions previously mentioned. Many tools of many
different kinds can be used in order to achieve this goal, and among them, there
is one that has been gaining popularity nowadays: Big Data Analysis.

This paper contribution is the use of different Big Data tools in the Business
Intelligence area, especially process mining tools. The obtained results pointed
to difficulties in the interaction with clients and client’s profiling. Because of
this, we propose a solution to this problems based on building client trust and
client profiling using a recommender system.

The paper is structured as follows: Section 2 gives detailed information on
the tools used to analyze the process. Section 3 describes the event log of the
dataset and event log data preprocessing. Section 4 includes analysis related to
the BPIC 2017 questions and our proposed approaches. Finally, the conclusions
can be found in section 5.

2 Tools

We mainly focused in the use of different process mining tools and techniques.
In particular, process mining focuses on answering three central questions [3]:

– discovery : What is the process that resides on the event log?
– conformance : How is the entity’s (the bank in this case) idea of the process,

compared to the model discovered by analyzing the event log?
– enhancement : How we can use the process model obtained, in order to under-

stand the system and analyze it, such as determining performance of different
activities on it, make predictions based on characteristics of the cases, etc?

Different tools were used to study the dataset and obtain valuable observa-
tions to both the questions of the challenge and our proposed approach. The
following list gives a general description of each tool and its main purpose in the
analysis of the data.

1. Disco [4]: a commercial software from Fluxicon that focuses mainly on pro-
cess discovery, filtering and performance analysis. A free academic license
was provided in order to face the BPI Challenge. It was mostly used to un-
derstand the process, filter the log and visualize it.
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2. Celonis1: a commercial tool for process mining. Its main features include
process discovery and visualization, conformance checking features and so-
cial networking analysis. A free academic license was provided too. It was
useful for performance analysis, studying bottlenecks of the process and so-
cial network analysis.

3. ProM 5.2/ ProM 6.6 [5]: an open source framework for process mining al-
gorithms. It was used as a complement of Disco for conformance analysis.
Additionally, it was used to visualize the process as a Petri Net and discover
bottlenecks.

4. Python2: a high-level programming language. Python was used to create sim-
ple scripts that filtered and obtained simple statistics from the event log. It
also had a third use: programming the recommender system.

5. Excel3: a spreadsheet application made by Microsoft Corporation. It was
used to store statistics, sort information and create charts.

3 Data Description

3.1 The Log

The data used for the analysis was published for the BPIC 2017. As mentioned
before, it is composed by two event logs (1) the Application event log that
represents the whole process and (2) the Offer event log that brings detailed
information on Offers and their state.

After downloading the application event log and importing it to Disco as a
.XES file, we found that the complete log contains 31,509 different cases, each
one of them corresponds to an application from a client, requesting a loan. Also,
there are 561,671 events and 4,047 variants of the process.

Each case corresponds to a list succession of events that occurred during
a loan request and is labeled with a unique Case ID. Each event is a row in
the event log conformed by five main values: Event ID, Case ID, Activity and
start and end timestamps. Along with these information, every case has other
attributes, such as who was the user of the bank that performed the different
activities (resource), what was the loan goal and the requested amount, how
much money did the bank offer, etc.

As described in the BPI forum, there are three types of activities. The ones
with identified with the prefix A are related to the state of the application itself.
The ones with the O prefix correspond to offer events and the W is reserved

1 http://www.celonis.com
2 https://www.python.org
3 https://products.office.com/excel
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Table 1: Description of the Application Event Log Activities

Activity Description

A Accepted Loan application has been accepted by the bank and now
offers can be provided for the client

A Cancelled Application has been canceled because client canceled or a
response is not received after a fixed period of time

A Complete Offers have been sent, bank waits for a response from the
client

A Concept An automatic first assessment has been done to an Applica-
tion

A Create Application A new application has been created
A Denied Endpoint of the application process; client does not meet the

criteria and the loan is refused
A Incomplete Required documents are incomplete or have mistakes
A Pending Endpoint of the application process; all requirements are met

and the client receives the loan
A Submitted A client submitted a new loan application from the website
A Validating All documents have been received and are being checked

O Accepted Offer has been accepted by the client
O Cancelled Offer has been canceled because offer was sent to applicant

who did not in reply in time
O Create Offer
O Offer Created Offer has been created. Occurs sequentially with the previous

one
O Refused Client refused the offer or the bak refused the offer
O Returned A response about the offer has been received from the client
O Sent (mail and online) Offer has been sent through land mail and through an online

channel
O Sent (online only) Offer has been sent through an online channel

W Asses potential fraud Check if an application might be a fraud
W Call after offers Call the client after sending offers
W Call incomplete files Call the client because there are incomplete documents
W Complete application A pre-accepted application is completed
W Handle leads Manage incomplete application submission
W Personal loan collec-
tion

Loan has been handed over to a different part of the bank

W Shortened completion Short completion of an application
W Validate application Application is being validated

for those who represented “workflow” events or transitions in the process, which
are activities executed by the bank employees.

Table 1 presents a list of the activities and a brief description based on the
ones described in [6].
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3.2 Preprocessing

Figure 1 shows the resulting model after importing the application event log
in Disco. Every blue box in the image represents an activity and every line, a
possible path that a case has made from one event to another. It is possible to
observe the complexity of the process.

Fig. 1: Process map obtained using Disco

Considering the mentioned complexity, we decided that was necessary to
pre-process the log. In order to do that, we use Disco, and we proceeded as is
described below:

1. Sequences:
Groups of activities that always occurred in sequence and the time of execu-
tion between them was less than a few seconds were identified and grouped.
Among those groups we found:

– A Accepted, A Submitted and A Concept
– O Created and O Create Offer
– O Accepted and A Pending

We summarized these activities by selecting one that we thought represented
the whole group, and those correspond to: A Concept, O Create Offer and
A Pending. So, for example, in every trace that initially presented the ac-
tivities O Accepted and A Pending, now will only appear A Pending, with a
time of execution corresponding to the sum of both.

2. End points:
The end points of the process are A Accepted/A Pending, A Denied and
A Cancelled. Given this, cases that ended in the activities: O Sent, W Personal
loan collection or W Shortened completion were removed. We decided to do
so, because it can be seen that the three of them don’t correspond to a real
completion of the process and the frequency of these cases was insignificant.
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Also, in order to reduce the number of variants in the log, we decided to
remove the least frequent variants. The criteria for elimination was to have
a frequency under 100.

3. We didn’t consider the traces that presented fraud analyses, because they
represented a significant bottleneck in the process, but were very rare (301
cases).

After the described pre-process, we obtained a simplified log that is compared
with the original in Table 2:

Table 2: Original vs Preprocessed Log

Log Number of cases Number of variants

Original 31,509 4,047
Preprocessed 31,194 3,544

It can be seen that the resulting log contains up to 96% of the original cases,
but has 500 less variants, which reduces the number of events considerably, and
so, the complexity of the data.

4 BPI Question’s Analysis

In this section we refer to the three questions proposed by the BPIC and our two
proposed approaches: bus factor analysis and a recommender system for client
profiling.

4.1 Initial Analysis: Mainstream bottlenecks and their causes

Before answering the questions proposed by the BPIC, we need to classify the
existing bottlenecks of the process.

As has been pointed out in the BPIC, there’s a concern over time spent
working and time spent waiting for clients’ responses. We will analyze each bot-
tleneck, label it and try to discover the cause. We hipothesize that bottleneck’s
causes might be related to not having enough employees and lack of client’s
trust. We will provide some solutions in line with the results we found.

We imported the log with the mainstream variants into ProM 5.2. Then, we
generated a Petri Net from the model mined with the plug-in Heuristic Miner.
After that, we did a performance analysis using ProM 5.2 with the Performance
Analysis with Petri Net plug-in, the log and the Petri net. We refer as bottleneck
as anything that takes over 8 hours (approximately aworkday).

We found that there were 6 bottlenecks and decision points:

1. The place in the Petri net after W Complete, A Concept or A Incomplete
application leading to A Accepted.
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2. The place after A Complete or O Sent (mail and online) leading to A Cancelled
3. The place after O Returned leading to the final assessment4

4. The place after A Incomplete leading to W Validate application.
5. The place after A Complete leading to O Create offer
6. The place after A Validating leading to A Denied or W Call Incomplete Files

We labeled these into two groups: (1) Client dependent : long waiting times
associated with clients’ responses (2) Work-flow dependent : long waiting times
associated with internal elements of the process, such as an activity’s nature or
resources. All Client-dependent bottlenecks are related to waiting feedback from
the client. So, the first two bottlenecks in the list are client dependent. The end-
point activities of these elements are related to the end of the process determined
by the client. Either they accept an offer or cancel the whole process(explicitly
or after a fixed period without an answer). In the worst case scenario, the client
takes about 4 days to accept (50% of the cases or 9,429 cases) and about 31 days
to cancel (41% of the cases or 7,763 cases). However, we can’t put the blame
on clients, we must ask: do clients trust the bank? In our previous analysis we
shown that clients who talk with the same employees about different offers are
5% more likely to accept an offer. It may seem small, but if that 5% of accep-
tance will reduce average process time, since cancellation takes around 8 times
more. One recommendation could be to encourage employees to discuss offers
with the same clients. The remaining four bottlenecks are related to a process
of assessment and/or validation. Possible causes might include the employee’s
workload. The questions that arise are: is the workload well distributed among
employees? Is enough people working on these processes? Is the process itself
too complicated? Adding more workers can or cannot speedup the process?

4.2 Proposed question 1: throughput time

As we mentioned before, the question proposed by the BPIC is to compare
the time spent by bank users vs. the time spent by the clients in the different
activities. We used Disco and Celonis to preprocessed the application event log
and to analyze the throughput times and the performance of the different cases.

General information: We found that the mean throughput time of the cases
is 22 days. Also, we discovered the most time demanding activities, which are
shown in Table 3.

Table 3: Mean Activities Throughput Times

Activity Case frequency Mean duration

W Validate application 69.41 % 22 h, 51 m.
W Call incomplete files 47.61 % 21 h, 1 m.
W Complete application 94.08 % 6 h, 2 m.
W Handle leads 11.56 % 20 m. 20 s.

4 final assessment may lead to A Denied, W Complete application, W Call incomplete
files or O Accepted
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It can be seen that the longest activities correspond to validate client’s in-
formation and call because of incomplete files, which correspond to bank tasks.
But each one of them lasts in less than a day (fewer than 5% of the expected
time in process).

In addition, Table 4 shows the longest transitions.

Table 4: Mean transitions throughput times

Transition Case frequency Mean duration

A Complete → A Cancelled 25.45 % 27.4 d
A Complete → W Validate application 58.67 % 8.8 d
O Sent (online only) → W Validate application 2.62 % 4 d

Unlike the activities, the most critical transition, A Complete→ A Cancelled,
corresponds to a client task and it is even longer than the expected time in
process. For the second and third longest transitions, it is not clear if they are
clients or bank actions.

Considering the time that takes the transition from A Complete to A Cancelled
and because a quarter of the cases passes through it, we propose that it is the
client the one that is causing the greatest loss of time. So, we decided to focus
our attention on clients events, in order to find: bottlenecks in activities executed
by them, similarities between the different variations, the existence of possible
patterns that explain the final outcome and any other useful information.

Our first approach was to split the data in three groups: A, B and C, accord-
ing to the last activity that the cases executed in the process (end point). The
first one corresponds to those cases which ended up in a cancellation, the second
one, in a success, and the third one, the rest of the cases. By doing so, we found
that the loans that end up being canceled or rejected, are the longest ones. This
is detailed next.

Groups considering end points: Table 5 shows the mean time of the process
for each group.

Table 5: Groups Considering End Points

Group End point Mean time on process Number of cases

A A Cancelled and O Cancelled 25.7 d 18,355
B A Pending 16.2 d 12,722
C The rest of the cases 16.5 d 3,669

It can be noticed, as we said before, that the cases which end up canceling
are the longest ones. In fact, they tend to stay in process almost 10 days more
than the other cases.
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This result encouraged us to analyze if it was possible, somehow, to predict
whether a client will cancel the contract or not. So, setting aside the groups by
end points, we decided to split the full data in four new groups, according to
the mean time spent on process. The main result that we obtained using this
idea was an underlying correlation between the requested amount and the time
in process. These, along with other findings are detailed next.

Groups considering throughput times: The groups were constructed as it’s
exposed on Table 6.

Table 6: Groups Considering Throughput Times

Group Throughput time (days) Number of cases Percentage of the log

1 0 to 12 8630 28 %
2 12 to 20 7547 24 %
3 20 to 32 8032 26 %
4 Greater than 32 6930 22 %

The idea was to analyze the data contained in each group in to order to find
dissimilarities between them. For example, it is expected that group 4 contains a
larger number of cases that went from A Complete to A Cancelled than the other
groups, since cancellation time takes around 30 days. We found the following
outcomes:

– Critical activities W Validate application, W Complete application, W Call
incomplete files and W Handle leads were common on every group. In other
words, for every group those activities create bottlenecks in the process. But,
it’s worth to mention that their duration varied from one group to another.
In fact, for the shorter cases the activity W Validate application was the most
critical, but as the throughput time increased, so did the activity W Complete
files, which was the most critical in the third and fourth group. This lead us
to conclude that the cases which end up canceling are related to those ones
that completing files takes more than a day.
Figure 2 shows a process map extracted from Disco in which appears the
longest activities for the first group (left) and the fourth group (right).

– The critical transitions varied from one group to another and, in the case of
A Complete → A Cancelled, we found that in the first two groups its frequency
was less than 1,000 cases and its mean duration was at most 4.5 days. But,
in the last two groups we obtained a frequency over 3,000 cases and a mean
duration over 30 days.

– We analyzed the case attributes in the four groups, in order to determine if
there are significant differences between them:

– Loan goal: Table 7 shows the frequency on each group of the four more
common loan goals:
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Fig. 2: Bottlenecks Groups 1 and 4

Table 7: Loan Goal Frequency on Throughput Times Groups

Loan goal Group 1 Group 2 Group 3 Group 4

Car 32.62 % 27.05 % 24.63 % 26.19 %
Existing loan takeover 13.91 % 19.34 % 20.9 % 20.73 %
Home improvement 20.41 % 26.38 % 25.79 % 25.15 %
Other 8.84 % 9.5 % 9.32 % 9.15 %

The first group presents a greater amount of cases whose loan goal is a car,
than the other groups, while has less applications whose goal is an existing
loan takeover or a home improvement.

– Requested amount: As mentioned before, we found that the requested amount
had a positive correlation with the time spent in the process, as can be ap-
preciated in Figure 3.
The chart shows that when the loan requested amount becomes bigger it can
be expected that the throughput time does so. In fact, the slope of the adjusted
line is greater than 0.5 as can be seen in equation (1).

y = 0.57x + 19.42 (1)

Also, it’s worth mentioning that for the line, the statistic R2 = 0.69. This
allows us to conclude that, for example, if a client’s loan requested amount is
between 5,000 and 10,000 dollars, and another is between 20,000 and 25,000,
the time in process of the second one will be approximately 3·0.57 days greater
than the first one.

Considering the original question, we can conclude that is the client the one
that is causing the biggest delays in the process. It would be interesting for the
bank being able to predict as much as possible the outcome of a client and the
requested amount would be useful in doing so. Also, we found that the cases that
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Fig. 3: Loan requested amount vs. throughput time

has problems in completing files are related to the ones which end up canceling,
so we delve into this fact in question 2.

4.3 New Approach: Bus Factor

Considering the fact that the process has several bottlenecks and there is aneed to
discover possible sources, we proposed a new approach: the Bus Factor or Truck
Factor. It measures risk related to information and employees’ skills, since both
are not equally shared by all members of the organization. Then, the bus factor
measures how many people can “be hit by a bus or be removed from the process
before it stops working. The bigger the bus factor the better, because this means
that there isn’t a monopoly in skills or relevant information.

The Bus Factor is usually applied to software development processes and it’s
defined as ”number of key developers who would need to be incapacitated, i.e.
hit by a bus, to send the project into such disarray that it would not be able
to proceed” [7]. However, this definition can be extrapolated to any process or
activity. Our version of the Bus Factor is focused on each activity and how many
users execute it; in the end, is a simple sum of all resources that perform each
activity. This will be used to find possibly risky activities that will be subject to
an organizational evaluation.

The higher the Bus Factor is the better. Also, to get deeper results, we can
enhance this result with an analysis of how frequently each user executes an
activity and their throughput time. Ideally, the workload, considering amount
and difficulty, must be evenly shared between employees.

We implemented a Python script to calculate the Bus Factor for each activity.
This script received as input the Applications event log. Then, it iterated over
all rows filling a set associated to each activity with all of its resources. We
considered 2 categories: (1) full event log, (2) log with variants with over 100
occurrences (Mainstream Variants). Results are shown in Table 8.
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Table 8: Bus Factor for each activity

Activity BF (Full) BF (Mainstream)

A Accepted 113 105

A Cancelled 108 94

A Complete 113 103

A Concept 114 105

A Create Application 111 104

A Denied 99 26

A Incomplete 101 69

A Pending 40 39

A Submitted 1 1

A Validating 127 117

O Accepted 40 39

O Cancelled 133 94

O Create Offer 120 105

O Created 120 105

O Refused 97 26

O Returned 47 41

O Sent (mail and online) 114 104

O Sent (online only) 104 0

W Assess potential fraud 25 0

W Call after offers 119 104

W Call incomplete files 117 104

W Complete application 119 107

W Handle leads 84 65

W Personal Loan collection 2 0

W Shortened completion 9 0

W Validate application 128 117

We can see that the process of the challenge has one activity, A Submitted
that is only executed by one user, user 1, the system. In this case, the Bus Factor
is 1, which is risky, since if the system stops working, all variants with it can not
be executed. At the same time, the table shows activities with over 100 users
executing it. This means, several people could stop executing this activity and
related variant could still be carried out.

As can be seen, most activities have around 100 users executing them, so
most of them have a high Bus Factor. We will focus on the ones that have
between 2 and 50 users in the Mainstream Variants category, because the only
activity with 1 user is an activity of the system and when they have 0 users,
that means that activity is not included in mainstream variants. These activities
are listed in Table 9. The results obtained using the social analysis feature of
Celonis revealed that most activities with a small user set have the event user
frequency as is shown in Figure 4, and an event throughput time as shown in
Figure 5.
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Table 9: Bus Factor: risky activities

Activity BF (Mainstream)

A Denied 26

A Pending 39

A Submitted 1

O Accepted 39

O Refused 26

O Returned 41

Fig. 4: Event frequency by User

Fig. 5: Event Throughput by User
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In Figure 4 circles represents a user and its diameter is defined by how fre-
quently the user executes that activity, a trait also represented with colors: darker
color (red) means a higher event count and a lighter color (light blue), a lower
event count. Figure 5 represents throughput time with colors: a lighter color
(yellow, orange) represents a higher throughput compared to average through-
put and a darker color (red), shows a lower throughput.

Fig. 6: Load Balance by Percentage of total users

As we can see in Figure 6, these activities usually have a small group of users,
around 30% that is in charge of 80% of event occurrences. Also, as can be seen
in Figure 5, the throughput time is similar between users, this suggests us that
they probably have a similar level of expertise on the execution of the activity. In
addition, it is shown that there are no users taking simple cases in order to solve
them quickly and get a higher frequency of execution. This helps us determine
that, even if there is a workload imbalance and the bus factor as a simple sum is
low, the process will still continue even if the main 30% of resources are removed.

In Sub-section 4.1, we inquired about the bottlenecks surrounding process
of assessment and/or validation. According to the obtained results of the Bus
Factor Analysis, we can rule out the possibility that the bottlenecks are caused
by the workload of the employees. This means that for all the employees it takes
too much time to make full revision of the profile of a client. This suggest that
the process is complex and might need auxiliary techniques to reduce the time
it takes. A solution might be to make initial profile assessment using Big Data
tools. Also, a recommender system might be useful to speed up the evaluation
of clients’ profiles.

4.4 New Approach: Recommender System

Currently, the bank has a vast event log, with over 30,000 traces with 4,047
variants. Each time there is a new applicant, this case is evaluated only by itself
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and the previous history of similar cases might not be considered. In addition,
if a new employee is hired, chances are this person does not have experience
and does not understand completely already completed cases. Because of this,
our goals are to aument the knowledge of cases and, most importantly, mitigate
related to the assessment of clients’ profiles. In order to do so, we defined a
variant prediction system, that from a given incomplete case, returns an array
of the most similar variants.

This system works as follows: first, uses recommender systems techniques to
calculate similarity between all variants, building a similarity matrix. Second,
when an incomplete case comes, we calculate similarity between incomplete case
with all variant. If we find a variant with similarity equal to one, that means we
found a perfect match and the program ends. Otherwise, we calculate similarity
between all variants with the incomplete case. This is useful since we want to
able to predict to which set of variants an incomplete trace belongs to; with this
set, we calculate an estimated success rate.

Fig. 7: Similarity comparison between 2 variants
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For example, if we compare variant 1 (11 events) with variant 2 (19 events)
(see Figure 7), the first sequence of the first 10 events are equal in both, resulting
in a similarity equal to 1, but as we add more events, the divergence reduces the
similarity.

Similarity is obtained from a frequency vector for each variant of the ac-
tivities (26 variables) of the first k events for each variant. Using the vectors,
cosine similarity is calculated to measure distance, but others could be used like
Jaccard and binary cosine, among others. However, in order to obtain a robust
recommendation, calculating distance is not enough, since it does not consider
the order of the activities.

In order to face this problem, We proposed to include the footprints or align-
ment conformance checking technique to reflect the sequence of events in the
similarity value. The alignment consist on taking two cases and comparing their
activities step by step. The comparing process begins with a counter in 0. We
used the alignment in such a way that when we find an alignment match we
added one to the counter. After that, we divide the counter by the maximum
event length of the compared variants. For example, we calculated the alignment
between variant 1 and 2 in Level 15, as a result, we obtained:

matches

total events
=

10

15
= 0.66

Taking the cosine similarity and alignment, we added both and normalized
the result (divide by 2), which gives us the similarity shown in Figure 7.

Success rate estimate and error metrics: Since we already defined how to
calculate similarity between two cases, we proceed to estimate the success rate
of an incomplete case. We propose a success rate estimate as a powerful tool to
discriminate cases. With this, the bank can focus their resources into increasing
the success rate of cases with high chance of success.

First, we calculate the success rate for all complete variants. Then, we cal-
culate the success rate for the incomplete case using the set of the most similar
variants (we took only five, but it can be any other number). In order to calculate
the success rate of the similarity set, we calculated the weighted average between
their success rates. The weight associated to each variant is its frequency in the
event log.

The recommender system was validated with two of the most popular error
metrics used in rating prediction:

1. MAE: Mean Absolute Error measures the error between the predicted rating
(the result obtained from the recommender system) rp and the real rating
rr chosen by each user, using absolute value.

MAE =
1

n

n∑
t=1

|rp − rr|

2. RMSE: Root Mean Square Error measures the error between the predicted
rating (the result that recommender gives) rp and the real rating rr chosen
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by each user,using root square. This metric was used in the Netflix Prize.

RMSE =

√√√√ 1

n

n∑
t=1

(rp − rr)2

We divided randomly the dataset into a training set and a test set (3,047
variant for training and 1,000 for testing). Utilizing the testing set, we carry out
the following experiments:

1. Complete: predicts success rate using all events for all variant in test set.
2. Incomplete. 5: prediction uses at most the first 5 event for of each variant

in test set to obtain results.
3. Incomplete. 10: prediction uses at most the first 10 event for of each variant

in test set to obtain results.
4. Incomplete. 15: prediction uses at most the first 15 event for of each variant

in test set to obtain results.

Table 10 shows the obtained results:

Table 10: RMSE and MAE in different levels

Error Metric Complete Incomplete. 5 Incomplete. 10 Incomplete. 15

MAE 0.33282 0.26672 0.41863 0.40045

RMSE 0.52592 0.48391 0.589987 0.58012

As can be seen, there is an anomaly with the result Incomplete. 5, which
shows better results than the others. This should not be the case since it uses
less information. Considering this, to get better results it might be necessary to
include meta data, for example requested amount, into the recommender sys-
tem. Other improvement could be the use of a more flexible version of alignment
because if two variants with the sequences: a,b,c,d and e,a,b,c,d, the alignment
we used will return 0. A more flexible approach would return a bigger number.
Another option, is to include the percentage of similarity as weight when calcu-
lating the weighted average of a set’s success rate. Finally, a RMSE greater than
0.5 shows that our approach of recommendation is poor [8].

4.5 Proposed question 2: effect of information incompleteness

The second question corresponds to: What is the influence on the frequency of
incompleteness to the final outcome? The hypothesis proposed by the bank is
that if applicants are confronted with more requests for completion, they are
more likely to not accept the final offer.

In other words, they want to know about the quitting rate of the credit-
getting process, resulting from the incompleteness of data by the customer. It
is important to note that obtaining all the necessary data is a step prior to the
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approval or rejection of a bank loan. We tried to answer this question by filtering
cases that presented more than one data request instance.

Using the preprocessed data log, and after filtering for those cases that pass
more than once through the W Validate Application activity, a set of cases is
obtained that represent the clients that must re-send data because they are
incomplete. It should be noted that a few cases in this segment are reviewed
for possible fraud, reaching the activity W Assess Potential Fraud, but the vast
majority enters into a cycle of activities involved in receiving and reviewing the
applicant’s data.

The filtering was done in Disco, by selecting the cases that entered the ac-
tivity A Incomplete, and that didn’t pass through the activities O Accepted or
O Refused. After obtaining the cases in question, we observed the behaviour of
activities performed per case to determine the behaviour of cycles performed be-
fore leaving the data delivery cycle. As can be seen in Figure 8, they leaving the
cycle as an accepted, refused or abandoned request on behalf of the applicant.

Fig. 8: Activities cycle in resend data cases.

After filtering the data, as shown in Figure 9, we could appreciate a clear
trend of the applicants to quit from the process in each resending cycle. Counting
the amount of activities done in each case, we found that they are grouped in
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peaks after four activities: most of the applicants quit after 5 activities, then
there’s another peak of quit after 9 activities, then after 13, after 17 and so on.
These peaks represent the cycles, because most of the applicants who quit, do it
after another A Incomplete activity. The most remarkable thing is the constant
rate of quitting between the peaks: two of three cases are withdrawn in every
peak, and after five peaks/cycles there are no more cases left.

Fig. 9: Cases peaks and quitting rate.

Considering the high rate of resignation, 2/3, after each cycle of requests, it
becomes necessary to stop the leakage of clients because of incomplete or poorly
entered applications. In addition, each time the case enters the cycle, it faces a
bottleneck of many days. In a simplified version of our cycle made with ProM
5.2 (see Figure 10), we were able to confirm that avoiding to re-enter this cycle
is important to get these applicants who leave the process after a new request.

Fig. 10: Simplified version of the cycle, that shows the bottleneck at asking for more
data.

It is the task of the bank’s staff, and the institution itself, to improve the way
they obtain data. This task includes not only changing the application forms,
but facilitating the client sending data and documents throughout the process.
It is suggested to minimize the amount of data requested at the beginning of



20

the application to bank loans and, once entered in the process, request new
antecedents to continue forward. Specifically, just request basic data at the be-
ginning to start the review cycle. If officials require more data to evaluate a
possible fraud, then the applicant is requested to provide the necessary informa-
tion. Otherwise, the applicants will not quit by an excess of requests of resending
at this stage. Then, after O Accepted, the applicant will be able to provide more
information to the bank. However, if the applicant requests new offers, he will
have to attach the necessary information in each new application.Specifically,
just request basic data at the beginning to start the review cycle. If officials
require more data to evaluate a possible fraud, then the applicant is requested
to provide the necessary information. Otherwise, the applicants will not quit
by an excess of requests of resending at this stage. Then, after O Accepted, the
applicant will be able to provide more information to the bank. However, if the
applicant requests new offers (returning to O Create Offer, he will have to attach
the necessary information in each new application.

4.6 Proposed question 3: multiples conversations vs single
conversation

The third proposed question relates to clients who requested for multiple offers
and if it is relevant if they are made in single or multiple conversations. Also, if
there is a difference between client who receive single and multiple offers.

With only the process model, is not easy to distinguish which cases are inside
the multiple offer category. To solve this, we used Disco to obtains all cases where
an offer is created more than once (the activity O Create is repeated), implying
multiple Offer IDs for one trace.

We defined “different conversations” as the following concept: within the
same trace, the repeated activity of creating an offer is executed by different
users. A Python script was implemented to execute this filter. This script selects
the first user that execute O Create, after that selects next and compare.

Finally, Figure 13 shows that multiple offers with multiple conversations only
have 1% of acceptance improvement when compared with Figure 12; the differ-
ence is so small that could be considered as insignificant. But, when compared
with Figure 11 (multiple offers within one conversation, same User ID), the ac-
ceptance rate increases in a 6% in cases with multiple offers in comparison with
a single offer. The details about the number of cases in distinct scenarios are
shown in table 11.
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Fig. 11: Multiple Offer, single conversation: acceptance and rejection comparison

Fig. 12: Single Offer : acceptance and rejection comparisons
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Fig. 13: Multiple Offer, multiple conversation : acceptance rate and rejection rate
comparisons

Table 11: Number of cases in different scenarios

Scene Number of cases

More Than one offer 547
One offer 22,948
One Offer - Accepted 6,628
One Offer- not Accepted 320
More Than One offer Accepted 376
More Than One offer not Accepted 171
More Than One offer Accepted - Different Conversation 820
More Than One offer Accepted - Single Conversation 556
More Than One offer not Accepted - Different Conversation 429
More Than One offer not Accepted - Single Conversation 72

5 Conclusions

During our analysis of the BPIC 2017 we found interesting insights about the
process: the clients were the ones causing the most delays in the process, there
was a high correlation between the incompleteness of the application and the
final outcome. Additionally, we believe that the idea of comparing traces in
order to predict the outcome of a client is a very interesting one and because of
that is that we implemented a recommender system5. The recommender system
uses all previous results and analysis in order to facilitate user profiling and
to mitigate work-flow bottlenecks. Although we haven’t used it to analyze the

5 https://github.com/farojos/BPI2017_script
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process as much as we would liked to, we encourage the bank to explore this
approach. We expect this information to be useful understanding the system
and its particularities.

It is crucial for every enterprise or institution to manage event logs, or some
kind or registry for their operations. It would be very hard to obtain all the
information we gathered and the solutions we proposed without event logs.
Specifically, loan-obtaining logs across a large quantity of cases and a period
of time. Nowadays, medium and big enterprises are making big efforts to track
customers’ choices and behavior, using benefit programs, their own credit cards,
or just asking for personal data in every sale because we, the process miners, can
improve business intelligence. With the used tools, we got many answers that
couldn’t have been reached at the same time span that we got, and with the
same accuracy or capacity to anticipate customers’ trends.

Finally, we could manage to simplify, study and analyze the event log pro-
vided by the BPI Challenge 2017, in an effort to answer the corresponding ques-
tions and the new ones that we found after mine the whole process log given. We
expect that those tools will gain in popularity on a near future and will become
an indispensable part of business management.
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